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Abstract-Scientific applications are data intensive and require access to a significant amount of dispersed data. 

Hence, in order to accommodate data-intensive applications in loosely coupled distributed systems, it is essential to 

consider not only the computational capability, but also the data accessibility of computational nodes to the 

required data objects. We introduce the notion of accessibility to capture both availability and performance. An 

increasing number of data-intensive applications require not only considerations of node computation power but 

also accessibility for adequate job allocations. For instance, selecting a node with intolerably slow connections can 

offset any benefit to running on a fast node. In this project, we present accessibility-aware resource selection 

techniques by which it is possible to choose nodes that will have efficient data access to remote data sources. We 

show that the local data access observations collected from a node’s neighbors are sufficient to characterize 

accessibility for that node. The suggested techniques are also shown to be stable even under churn despite the loss 

of prior observations. 
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1. Introduction: 

LARGE-SCALE distributed systems provide an 

attractive scalable infrastructure for network 

applications. This virtue has led to the deployment of 

several distributed systems in large-scale, loosely 

coupled environments such as peer-to-peer 

computing, distributed storage systems  and Grids. In 

particular, the ability of large-scale systems to 

harvest idle cycles of geographically distributed 

nodes has led to a growing interest in cycle sharing 

systems and home projects.. In such an environment, 

even a few megabytes of data transfer between 

poorly connected nodes can have a large impact on 

the overall application performance. This has 

severely restricted the amount of data used in such 

computation platforms, with most computations 

taking place on small data objects. Emerging 

scientific applications, however, are data intensive 

and require access to a significant amount of 

dispersed data. Such data-intensive applications 

encompass a variety of domains such as high-energy 

physics, climate prediction, astronomy, and 

bioinformatics. Data availability has been widely 

studied over the past few years as a key metric for 

storage systems. However, availability is primarily 

used as a server-side metric that ignores client-side  

 

accessibility of data. While availability implies that at 

least one instance of the data is present in the system 

at any given time, it does not imply that the data are 

always accessible from any part of the system. 

Similarly, the availability metric is silent about the 

efficiency of access from different parts of the 

network.  Therefore, in the context of data-intensive 

applications, it is important to consider the metric of 

data accessibility: how efficiently a node can access a 

given data object in the system. The challenge we 

address is the characterization of accessibility from 

individual client nodes in large distributed systems. 

This is complicated by the dynamics of wide-area 

networks, which rule out static a priori measurement, 

and the cost of on-demand information gathering, 

which rules out active probing. Additionally, relying 

on global knowledge obstructs scalability, so any 

practical approach must rely on local information. To 

achieve accessibility-aware resource selection, we 

exploit local historical data access observations. This 

has several benefits. First, it is fully scalable as it 
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does not require global knowledge of the system. 

Second, it is inexpensive as we employ observations 

of the node itself and its directly connected neighbors 

(i.e., one-hop away). Third, past observations are 

helpful to characterize the access behavior of the 

node. We infer the latency to the server based on the 

prior neighbor measurement without explicitly 

probing the server. For this, we extend existing 

estimation heuristics to more accurately work with a 

limited number of neighbors. Our enhancement gives 

accurate results even with only a few neighbors. . We 

present accessibility-aware resource selection 

techniques based on our estimation functions and 

compare to the optimal and conventional techniques 

such as latency-based and random selection. Our 

results indicate that our approach not only 

outperforms the conventional techniques, but does so 

over a wide range of operating conditions. 

      In particular, the ability of large-scale systems to 

harvest idle cycles of geographically distributed 

nodes has led to a growing interest in cycle sharing 

systems and home projects. 

     But a major challenge in these systems is the 

network unpredictability and limited bandwidth 

available for data dissemination. It is expensive and it 

is not scalable. 

 

     The Proposed System model l consists of a 

network of compute nodes that provide 

computational resources for executing application 

jobs and data nodes that store data objects required 

for computation. In our context, data objects can be 

files, database records, or any other data 

representations.  

     In this system we assume that both compute and 

data nodes are connected in an overlay structure. We 

do not assume any specific type of organization for 

the overlay. It can be constructed by using typical 

overlay network architectures such as unstructured 

and structured or any other techniques. 

    We assume that the system provides built-in 

functions for object store and retrieval so that objects 

can be disseminated and accessed by any node across 

the system. Each node in the network can be a 

compute node, data node, or both. 

     In this System accessibility is to capture both 

availability and performance. 

    The system provides built-in functions for object 

store and retrieval so that objects can be disseminated 

and accessed by any node across the system. 

    It is inexpensive and scalable when compare to the 

existing system. 

   This is used to develop a system with minimum 

number of neighbors and accessibility-based resource 

selection. 

 

 Fig. 1. Accessibility-based resource selection. (a) 

Initiator asks accessibility estimation to candidates. 

(b) Candidate offers estimated accessibility to 

initiator. (c) Initiator selects the best candidate based 

on the reported accessibility. 

 

2. MODULES: 

 Designing The System Model 

 Checking Accessibility 

  Allocate Job to the Best node. 

 

2.1 Designing the System Model        

       Our system model consists of a network of 

compute nodes that provide computational resources 

for executing application jobs and data nodes that 

store data objects required for computation. In our 

context, data objects can be files, or any other data 

representations. We assume that both compute and 

data nodes are connected in an overlay structure. We 

do not assume any specific type of organization for 

the overlay. It can be constructed by using typical 

overlay network architectures such as unstructured 

and structured or any other techniques. However, we 

assume that the system provides built-in functions for 

object store and retrieval so that objects can be 

disseminated and accessed by any node across the 

system. Each node in the network can be a compute 

node, data node, or both. 
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2.2 Checking Accessibility 

     The Initiator node asks accessibility estimation to 

candidate nodes. The Candidate offers estimated 

accessibility to initiator. An initiator selects a 

compute node from a set of candidates.  

 

 

2.3 Allocate Job to the Best node. 

       Once the initiator selects a node, the job is     

transferred to the selected node, called a worker. The 

worker then downloads the data object required for 

the job from the network and performs the 

computation. When the job execution is finished, the 

worker returns the result to the initiator. 

3. Technique Used/Algorithm Used: 

Accessibility-Based Resource Choice: 

       Job Ji is defined as a computation unit which 

requires object oi to complete the task. We assume 

that objects, e.g., oi, have already been staged in the 

network and perhaps replicated to a set of nodes Ri ¼ 

fr1i ; r2i ; :::g based upon projected demand.  

     The job Ji is submitted by the initiator. From the 

given candidates C ¼ fc1; c2; :::g, the initiator selects 

one (i.e., worker 2 C) to allocate the job. 

      The selection heuristic Hs is defined as follows: 

       Hs : C  cm  such that  

Accessibility (Ji) = minn=1---,|C| accessibility cm(Ji) 

4. Input Design: 

       The neighbor node should login and register in 

the network .The initiator should login with user 

name and password. The initiator send request to all 

neighbor node for accessibility level . 

 

5. Output Design: 

      The Initiator select the best node and assign job to 

the node the best node returns the completed job to 

the initiator. 
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DATA FLOW DIAGRAM 

 

Advantages: 

       This Project present decentralized, scalable, and 

efficient resource selection 

       Our techniques rely only on local, historic 

observations, so it is possible to keep network 

overhead tolerable. 

       Our techniques outperform conventional 

approaches and are reasonably close to the optimal 

selection. 

6. Application: 

        Data-intensive applications in loosely coupled 

distributed systems. Such applications require more 

sophisticated resource selection due to bandwidth and 

connectivity unpredictability. 

7. Future Work: 

        The Project is focused on performance for the 

accessibility metric. The next step is to capture 

availability as well as performance to take dynamism 

into account. In addition to this, we plan to extend 

our work by providing system-wide dissemination of 

observations so that the node has more chances to see 

relevant observations in estimation. This is 

reasonable since neighbor estimation has no 

constraints on topological or geographical similarities 

to Utilize observations coming from other nodes. 

8. Conclusion 

         Accessibility is a crucial concern for an 

increasing number of data-intensive applications in 

loosely coupled distributed systems. Such 

applications require more sophisticated resource 

selection due to bandwidth and connectivity 

unpredictability. In this project, we presented 

decentralized, scalable, and efficient resource 

selection techniques based on accessibility. our 

estimation techniques are sufficiently accurate to 

provide a meaningful rank order of nodes based on 

their accessibility. 
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