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Abstract— Clustering is one the main area in data mining 

literature. There are various algorithms for clustering. 

There are several clustering approaches available in the 

literature to cluster the document. But most of the existing 

clustering techniques suffer from a wide range of 

limitations.  The existing clustering approaches face the 

issues like practical applicability, very less accuracy, more 

classification time etc. In recent times, inclusion of fuzzy 

logic in clustering results in better clustering results. One of 

the widely used fuzzy logic based clustering is Fuzzy C-

Means (FCM) Clustering. In order to further improve the 

performance of clustering, this thesis uses Modified Fuzzy 

C-Means (MFCM) Clustering. Before clustering, the 

documents are ranked using Term Frequency–Inverse 

Document Frequency (TF–IDF) technique. From the 

experimental results, it can be observed that the proposed 

technique results in better clustering results when compared 

to the existing technique 

 

Keywords— Data mining, MFCM algorithm, Purity, 

Entropy,  TF-IDF. 

I. INTRODUCTION 

J. Han, M. Kamber [1] clustering deals with 

finding a structure in a collection of unlabeled data. A 

cluster is therefore a collection of objects, which are 

‗‗similar‘‘ between them and are ‗‗dissimilar‘‘ to the 

objects belonging to other clusters. At present, 

clustering algorithms can be categorized into several 

types, such as partitional method, hierarchical method, 

density-based method, grid-based method and model- 

based method. Clustering is the organizing data into 

sensible grouping is an essential factor for 

understanding and learning. For instance, a common 

scheme of scientific classification puts organisms into 

a system of ranked taxa: domain, kingdom, Phylum, 

class, etc. Cluster analysis is defined as the study of 

methods for grouping, or clustering, objects depending 

on the measured or perceived intrinsic characteristics 

or similarity. A category label is not used in cluster 

analysis. 

Thus clustering of document is an automatic 

grouping of text documents into clusters such that 

documents within a cluster have high resemblance in 

comparison to one another, but are different to 

documents in other clusters. Hierarchical document 

clustering categorizes clusters into a tree or a 

hierarchy that benefits browsing. The parent-child 

relationship among the nodes in the tree can be 

considered as a topic-subtopic relationship in a subject 

hierarchy such as the Yahoo! directory. 

 

  

 

 

 
 

 

 

 

 

 

Fig 1: Document Clustering Process 

In this paper, we mainly focus on the confusion 

matrix using this method. Presently, most clustering 

algorithms treat all data samples equally in the 

clustering process, such as hard C-Means (HCM) and 

its fuzzy extension, i.e. modified fuzzy C-Means 

(MFCM) [2]. However, different samples may play 

different roles in the clustering process, because the 

samples distribute no uniformly and asymmetrically. 

Moreover, a sample may contribute to the clustering 

results differently in different processes. Hence, it is 

very useful to give an appropriate sample weight in 

cluster analysis. For that purpose, sample weighting 

clustering algorithm have been proposed in literature 

[3–4]. 

The modified fuzzy c means clustering is one of the 

most popular clustering algorithms. It uses to 

constraints the membership function. Topics that 

characterize a given knowledge domain are somehow 

associated with each other. Those topics may also be 

related to topics of other domains. Hence, documents 

may contain information that is relevant to different 

domains to some degree. With fuzzy clustering 

methods documents are attributed to several clusters 

simultaneously and thus, useful relationships between 

domains may be uncovered, which would otherwise 

be neglected by hard clustering methods. 

II. FUZZY C MEAN ALGORITHM 

Conventional clustering techniques create partitions 

in which each pattern belongs to one and only one 

cluster. Therefore, the clusters in a hard clustering are 
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disjoint. Fuzzy clustering approach associates each 

pattern with every cluster using a membership 

function. The output of such techniques is a clustering, 

but not a partition.  

 

  

 

 

 

 

 

 

 

 
 

Fig 2.Fuzzy Clusters 

 

In each cluster the ordered pairs (i, i)  denotes the 

i
th

 pattern and its membership value to the cluster i. 

In the assignment of the pattern to the cluster the 

confidence will be higher as the membership values 

are larger. Solid clustering can be attained from a 

fuzzy partition through the threshold of the 

membership value. 

 

In the year 1973 Dunn developed the Fuzzy C 

Means algorithm and later in 1981 it was enhanced by 

Bezdek.Fuzzy C Means algorithm is extensively used 

in pattern recognition. Fuzzy C Means algorithm uses 

the iteratively process, which rejuvenates cluster 

centers for individual data point. Fuzzy C Means 

algorithm repetitively iterates the cluster enters to the 

exact location with in data set elements. The 

performance of Fuzzy C Mean algorithm is based on 

the initial centroids selected. The mean of all data 

points in the Fuzzy C Means algorithm is calculated as 

the centroid of a cluster and is weighted by their 

degree corresponding to the cluster. 

 

Fuzzy c-means (FCM) approach is one of the most 

widely used fuzzy clustering algorithms. In the case of 

eliminating the local minima, this algorithm is more 

significant than the hard k-means algorithm but still 

FCM can converge to local minima of the squared 

error criterion. The notable difficulty in the fuzzy 

clustering technique is the design of membership 

function. It has many alternate approaches which is 

comprised of those depends upon similarity 

decomposition and the centroids of clusters. 

 

The C-Means algorithm [5] is a fuzzy clustering 

technique that works something like the above method 

but provides additional flexibility regarding 

membership. An individual will belong to one or more 

classes or clusters with different membership degrees. 

This idea arises from the fact that it is ambiguous to 

tell whether a point must go into a certain cluster and 

not into another (consider points with equal 

membership for two clusters, for instance). To deal 

with this ambiguity, it is necessary to introduce some 

fuzziness into the formulation of the problem. Instead 

of having precise, crisp boundaries for a cluster 

representing a binary threshold which indicates 

whether a point definitely belongs to a cluster or not, 

fuzzy membership functions compute a membership 

degree of each point for every cluster. C-Means will 

define clusters from a set of input points using this 

loose membership strategy, which constitutes the most 

famous algorithm that has been developed for this 

purpose. 

 

III MODIFIED FUZZY C MEAN CLUSTERING 

(MFCM) 

 

One of the important characteristics of an image is 

that neighbouring data have similar feature values, and 

the probability that they belong to the same cluster is 

great. The spatial information is important in 

clustering, but the standard FCM algorithm does not 

fully utilized it, to exploit the spatial information, a 

modified membership function is defined as follow: 
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   is called spatial function, and 

 jN x represents a square window centered on 

particulate document in the spatial domain. The spatial 

function ijS represents the probability that the 

document jx belongs to 
thi cluster. The spatial 

function of a document for a cluster is large if the 

majority of its neighbourhood belongs to the same 

cluster. In a homogenous region, the spatial functions 

enhance the original membership, and the clustering 

result remains unchanged. However, for misclassified 

documents, it will reduce the weighting of a noisy 

cluster by the labels of its neighbors. As a result, 

misclassified documents can be easily corrected. 

There are two steps at each clustering iteration. The 

first step is to calculate the membership function in the 

spectral domain and the second step is to map the 

membership information of each pixel to the spatial 

domain and then compute the spatial function from 

that. 

 

The iteration proceeds with the new membership 

that is incorporated with the spatial function. The 

iteration is stopped when the maximum difference 

between two cluster centroids at two successive 
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iterations is less than a threshold. After the 

convergence, defuzzification is applied to assign each 

document to a specific cluster for which the 

membership is maximal. The Modified FCM 

algorithm (MFCM) can be described as follows: 

 

Step 1: Set the number of clusters c and the 

parameter m. Initialize the fuzzy cluster centroid 

vector  1 2, ,....., cV v v v randomly and set ε = 0.01. 

 

Step 2: Compute 
iju  by 
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Step 3: Compute iv  by 
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Step 4: Update iju by 
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Step 5: Update iv  by     
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Repeat Steps 4 and 5 until the following 

termination criterion is satisfied: 

new oldv v    
 

Finally, the documents are clustered using Modified 

Fuzzy C-Means (MFCM) clustering algorithm and the 

ranking is performed using Term Frequency–Inverse 

Document Frequency (TF–IDF). 

 

IV. EXPERIMENTAL RESULT 

A.  Document Pre-Processing 

Not all the words in the documents are important, 

so they may degrade the classifier‘s performance. In 

addition, representing small set of documents that may 

have hundreds of different words using bag-of words 

approach will generate a huge feature space and thus 

will increase the processing time. To solve these 

problems, approaches to reduce the feature space 

dimension are needed. We used three approaches 

bellow as the same sequence: 

 

1) As a result of consulting an expert in the domain 

field, we removed unhelpful sentences from the 

documents such as ―Informed consent was obtained 

with the benefits, risks and alternatives for the 

procedure explained‖, which is found in all reports; 

 

2) We have removed stop words from all data sets 

using stop-lists containing common words such as 

―the‖,―a‖, ―an‖; the stop words used are corpus-based. 

 

3) We stemmed the words using Porter‘s suffix 

stripping algorithm [6]. Words are considered the 

same if     they share the same stem. 

V. DOCUMENT REPRESENTATION 

 

Each text document was automatically indexed for 

term frequency extraction. Stop words (i.e. 

insignificant words like ‗a‘, ‗and‘, ‗where‘, ‗or‘) were 

eliminated and stemming (i.e. removing word affixes 

such as ‗ing‘, ‗ion‘,‗s‘) was performed using Porter‘s 

stemming algorithm. Documents were represented as 

TF (Term Frequency) vectors according to the Vector 

Space model of IR and a pre-processing filter was 

applied to discard terms that appeared in a small 

percentage of documents, leading to significant 

dimensionality reduction without loss of clustering 

performance. 

VI. PERFORMANCE MEASURES 

 

There are many ways to measure how clustering 

algorithms perform. One is the confusion matrix. 

Entry (o, i) of the confusion matrix is the number of 

data points assigned to output class o and generated 

from input class i. The input map I is the map of the 

data points to the input classes. So, the information of 

the input map can be measured by the entropy H (I). 

The goal of clustering is to find an output map O that 

recovers the information. Thus, the conditional 

entropy H (I|O) is interpreted as the information of the 

input map given the output map O, i.e., the proportion 

of information not recovered by the clustering 

algorithm. 

 

VII. EVALUATION MEASURES USING ENTROPY 

Entropy is the degree to which each cluster consists 

of objects of a single class. For each cluster, the class 

distribution of the data is calculated initially, i.e., for 

cluster j we compute pij, the probability that a member 

of cluster i belongs to class j  

as   ij
ij

i

m
p

m
  where mi is the number of objects in 

cluster i  

and mij  is the number of objects of class j in cluster i. 

Using this class distribution, the entropy of each 

cluster i is calculated using the standard formula, 
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classes. The total entropy for a set of clusters is 

calculated as the sum of the entropies of each clusters 

weighted by the size of each cluster, i.e., 

1
,

k i
ii

m
e e

m
 where K is the number of clusters and 

m is the total number of data points. 
 

Algorithm 1 clustering procedure 

Input: (data points: X, # of classes: k)  

Output: cluster assignment; 

Begin 

1.    Initialization: 

 Put all data points into one cluster 

 Compute initial criterion Ho 

2 Iteration: 

Repeat until no more changes in 

cluster assignment 

 Randomly pick a point x from a cluster A 

 Randomly pick another cluster B 

 Put x into B 

 Compute the new entropy H 

 If H  > Ho 

 Put x back into A 

 H = Ho 

 end 

 Ho=  H 

 Goto Step 2.1 

end 

3.   Return the cluster assignment 

        End 

Fig 3: Clustering Algorithm 

VIII. EVALUATION MEASURES USING PURITY 

Purity is another method of the extent to which a 

cluster objects of a single class. Purity of cluster i is  

max ,i j ijp p  the overall purity of as clustering is  

1

k i
ii

m
purity p

m
           

 
Twenty Newsgroup Dataset 

 

The three News groups data set is a subset of 20 

newsgroups, which is a popular data set for 

experiments in text applications of machine learning 

techniques, such as text classification and text 

clustering. Each newsgroup represents one class in the 

hierarchy structure. Each article is designated to one 

or more. 

 

The data is organized into three different 

newsgroups, each corresponding to a different topic. 

Some of the newsgroups are very closely related to 

each other (e.g. comp.sys.ibm.pc.hardware/ 

comp.sys.mac.hardware), while others are highly 

unrelated (e.g misc.forsale / 

soc.religion.christian).semantic categories and the 

total number of categories is 20. We choose 6 

categories including 250 documents for the first 

experiment and 1000 documents for the second. All 

the documents selected randomly from the 20-

newsgroup data sets. 

 

The 20 Newsgroups data set is a collection of 

approximately 20,000 newsgroup documents, 

partitioned (nearly) evenly across 20 different 

newsgroups. The 20 newsgroups collection has 

become a popular data set for experiments in text 

applications of machine learning techniques, such as 

text classification and text clustering. 

 

From the dataset 1000 documents which belongs to 

talk politics, alt.athesim, comp.windows x and 

rec.motorcycles group are randomly chosen for the 

experiment here is a list of the 20 newsgroups, 

partitioned (more or less) according to subject matter: 

TABLE 1: PURITY OF CLUSTERING 

The measures used to evaluate the proposed 

techniques are described below: 

 

Table 1 and figure 1 shows comparison of the 

purity of classification for the proposed method with 

the existing methods. From the table 1, it can be 

observed that for comp. Graphics category, the purity 

of classification using MFCM algorithm is 0.899 and 

for the proposed method the purity is higher i.e. 0.975. 

When the talk politics category is considered, the 

higher purity i.e. 0.930 is achieved by the proposed 

technique. When sci.electronics is considered, the 

better purity is achieved using the proposed technique 

i.e. 0.992 and 0.987 respectively. 

 

 
Figure 1: Purity for the Result 

The resulted entropy is provided in table 2 and 

figure 2. It can be seen that the resulted entropy is 

minimum for using MFCM, whereas it is higher for 

the other existing method. This clearly shows the 

Clustering 
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improvement of the clustering when compared to the 

existing clustering techniques. 

 

TABLE 2: ENTROPY FOR DIFFERENT CLUSTERING METHODS 

 

 

Table 3 and Figure 3 shows the classification time 

resulted for the proposed and exiting technique. It can 

observed that the time required for classification using 

the proposed technique for talk.politics.guns, 

alt.atheism and comp.windows.x are 0.58, 0.51 and 

0.41 seconds respectively, whereas, more time is 

needed by existing techniques for classification i.e., 

0.71, 0.79 and 0.59 respectively .  

 

 
 

Figure 2: Entropy for the Result 

Table 3: Classification Time for Different Clustering Methods 

Clustering 

Method 

talk.politics. 

guns 
alt.atheism 

comp. 

windows.x 

Modified 

FCM 
0.58 0.51 0.41 

 

Figure 3: Clustering Time Comparison for the Proposed Technique 

and Existing Technique 

  V.CONCLUSION AND FURURE WORK 

In this paper, we proposed a new method for 

clustering documents using the relationship between 

the existing documents and other documents. To 

evaluate the efficiency of this system, we make 

experiments on clustering newsgroup documents by 

using our method and by using mfcm algorithm. As 

the results of these experiments, we found that it is 

effective for document clustering to combine the 

confusion matrix. Moreover, the proposed method is 

more effective for the document clustering in 

comparison with the clustering purity and the entropy 

accuracy. We believe that these results are 

encouraging to consider future research on 

unsupervised clustering approaches as highly reliable. 

  

Further work would be required to compare the 

Modified Fuzzy C mean (MFCM) and the Fuzzy C 

means (FCM) clustering methods by the many kinds 

of document data. 
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