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Abstract— Genetic algorithm installation with a 

inhabitants of folks represented by chromosomes. 

Each chromosome is evaluated by its fitness value as 

computed by the intent function of the crisis. In 

genetic algorithms, the roulette wheel selection 

operator has spirit of utilization while steady state 

selection is influenced by exploration. In this paper, a 

analysis of these two selection operators is proposed 

that is a ideal merge of both i.e. searching and 

utilization. The population undergoes conversion 

using three primary genetic operators – selection, 

crossover and mutation which form new generation of 

population. The proposed solution is implemented in 

MATLAB using DNA Nucleotide Sequence of Cancer 

cells and the results were compared with roulette 

wheel selection and steady state selection with 

different problem sizes. 
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I. INTRODUCTION 

 

Genetic algorithms are adaptive algorithms proposed 

by John Holland in 1975 [1] and were described as 

adaptive heuristic search algorithms [2] based on the 

evolutionary ideas of natural selection and natural 

genetics by David Goldberg. They mimic the genetic 

processes of biological organisms. The population 

undergoes transformation using three primary genetic 

operators – selection, crossover and mutation which 

form new generation of population. The GA maintains 

a population of n chromosomes (solutions) with 

associated fitness values. Parents are selected to mate, 

on the basis of their fitness, producing offspring via a 

reproductive plan (mutation and crossover). Basic 

flowchart of genetic algorithm is illustrated in Fig. 1. 

Generally all the optimization techniques are 

influenced by two important issues - exploration and 

exploitation.  

Exploration is used to investigate new and unknown 

areas in the search space and generate new knowledge. 

Exploitation makes use of the generated knowledge 

and propagation of the adaptations. Both techniques 

have their own merits and demerits.  Genetic 

algorithm applied which has large solution search 

space[3]-[7]. Search space is space of all feasible 

solutions (the set of solutions among which the 

desired solution resides). 

 

 In the population of individuals, the strong ones 

survive longer than the weak ones ―survival of the 

fittest‖. This causes a rise in the overall fitness of 

population. Based on the fitness value of the 

individuals, the week ones are terminated. The strong 

ones are chosen to reproduce themselves by using 

recombination and/ or mutation on them. 

Recombination is an action that is applied to two or 

more of the selected candidate (called parents). It will 

generate one or more new candidates (called children). 

Mutation is applied to one candidate and results in one 

new candidate. Execution of these two operators leads 

to a set of new candidates that compete with the old 

ones for a place in the next generation. When this 

process is repeated, the average fittest of the 

population will increase until a maximum has been 

reached.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1 Genetic Algorithm Basic flow 
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operator to obtain perfect mix of exploration and 

exploitation. The paper is organized in the following 

sections. The Section 2 reviews the different 

combination techniques related to this area. Section 3 

focus on algorithm related to the proposed method. 

Section 4 focus on computational  results. Finally, 

Sections 5 concludes the paper. 

 

II. RELATED WORK 

 

 

Holland showed that both exploration and 

exploitation are used optimally by genetic algorithm at 

the same time using k-armed bandit analogy [1]. This 

work is also described by David Goldberg [2]. It has 

been observed that due certain parameters, stochastic 

errors occur in genetic algorithms and this may lead to 

genetic drift [5,6]. In certain cases, selection operation 

gets biased towards highly fit individuals. This can be 

avoided by use of Rank Selection technique. Rank 

scaling ranks the individuals according to their raw 

objective value [2]. Another problem that arises with 

genetic algorithms is premature convergence which  

occurs when the population reaches a state where 

genetic operators can no longer produce offspring that 

outperforms their parents [7]. This would likely trap 

the search process in a region containing a non-global 

optimum and would further lead to loss of diversity.  

The same idea can be applied on the TSP problem by 

first finding the different solutions and then combine 

those, which are the fittest solutions among them, in 

order to create a new and healthy solution and should 

be optimal or near optimal according to the problem. 

[1] Selection is the process of choosing two parents 

from the population for crossing. The purpose of 

selection is to emphasize fitter individuals in the 

population in hopes that their off springs have higher 

fitness[8][9]. Chromosomes are selected from the 

initial population to be parents for reproduction. 

Selection is a method that randomly picks 

chromosomes out of the population according to their 

evaluation function. The higher the fitness function, 

the more chance an individual has to be selected. [2] 

 

 

III . PROPOSED METHOD -ROULETTE WHEEL 

SELECTION 

 

In genetic algorithm, first the population needs to be 

initialized with random candidate. Next step evaluate 

the fitness of individuals. Then they apply the 

selection operator which selects fittest parents for 

generations which are parents of next generation. The 

algorithm is stopped when the population converges 

toward the optimal solution. Roulette method selection 

method works similarly to a roulette wheel, where the 

likelihood that an individual is chosen is proportional 

to its fitness value[10][12]. Because the ideal fitness 

for individuals in this algorithm, the size of each 

individuals „slice‟ of the roulette wheel will be 

inversely proportional to their fitness value. Once the 

„slices‟ have been determined, a number is generated 

at random.  

 

The individual with the range of numbers that contains 

this randomly generated number will be one 

parent[13][15]. This continues until the desired 

number of parents is found.  Based on the value of 

fitness function, roulette wheel method selects the 

next best possible solution chromosome that will 

create a new generation and be genetic parents for the 

next generations. It is also allow for parents with low 

fitness to go to the next generation. [5]  

 

 

Fitness function is the important parameter of a 

genetic algorithm that defines the fitness of each 

chromosome where the values of genetic parameters 

are adapted as the genetic evolution progresses. At 

every generation, fitness value of each chromosome is 

calculated using fitness function. 

 

 If fitness of two chromosomes is equal, then the 

mutation rate is increased, in order to help the genetic 

evolution get out of issues like local maxima or local 

minima whichever is applicable. Once there is an 

improvement in the overall fitness, the original 

mutation rate is restored to continue evolution as 

normal. If the evolution stabilizes, but the fitness does 

not seem to be improving for several generations and 

the search does not find any error, new set of initial 

population is generated using the initial default 

parameter values and a new randomly generated seed. 

[3][4]  TSP is a minimization problem; we consider 

fitness function calculates cost (or value) of the tour 

represented by a chromosome in fig (2) and fig(3).  

 

void rouletteParents(numParents, myPopulation, 

parents){  

 

int high = 0;  

for each(chromosome : myPopulation)  

if(chromosome.fitness > high)  

high = chromosome.fitness;  

create vector of integers = size of myPopulation;  

for(0 <= i < myPopulation.size())  

for(0 <= j < high – myPopulation.elementAt(i).fitness)  

add i to vector of integers;  

for(0 <= i < numParents)  

shuffle vector of integers;  

parents.add(myPopulation.elementAt(vector[i]);  

 

}  

 

Fig-2 Pseudo code for Roulette parent selection 

 

 

Steady State Selection  

In tournament selection, every individual in the 

population is paired at random with another. The 
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fitness values of each pair are compared. The fitter 

individual of the pair moves on to the next „round‟, 

while the other is disqualified. This continues until 

there are a number of winners equal to the desired 

number of parents[12]. Then this last group of winners 

is paired as the parents for new individuals. 

 

 

void tournamentParents(numParents, myPopulation, 

parents){  

create temporary empty population;  

create vector of integers = size of myPopulation;  

add values 0 to index of last member of myPopulation;  

shuffle vector;  

if(myPopulation.size <= numParents)  

parents = myPopulation;  

else  

for(0 <= i < myPopulation.size/2){  

compare myPopulation element at i and 

myPopulation.size – i  

add most fit to temporary population;  

}  

tournamentParents(numParents, temporary population, 

parents)  

} 

 

Fig-3 shows the pseudo code for tournament 

selection method.   

 

 

 

 

 

Crossover  
After the completion of the selection process, the 

chromosomes chosen to be parents for the next 

generation are recombined to form children that are 

new chromosomes[14]. This combination can take 

many forms and the crossover operator can greatly 

affects the result of the search. [6]  

Mutation  
The operation of mutation allow new individual to be 

created[13]. It begins by selecting an individual from 

the population based on its fitness. A point along the 

string is selected at random and the character at that 

point is randomly changed, the alternate individual is 

then copied in to the next generation of the population. 

 

IV.SIMULATION RESULTS AND 

DISCUSSIONS 

 

In this paper, MATLAB code has been developed to 

assess the performance of genetic algorithm by using 

three different selection techniques on the same 

population . To begin with, the rank selection is 

applied and then the roulette wheel selection followed 

by the implementation of proposed blended selection 

operator on the same population.. Fig. 4 depicts the 

comparison of FRW(Avergae fitness of population in 

roulette wheel)  FR FX((Avergae fitness of population 

in steady state )  and Fig. 5 depicts the comparison of 

Fbest in three different selection methods. 

 

 

 
Fig 4 Generation of population size 

 

Fig 4. best fitness of chromosome generations 

 

 
 

 

Fig 5. Comparision of minimum distance in 

nucleotide sequence 

 

It was observed that the RWS had more of 

exploitation approach and found better chromosomes 

in early runs of generation and converged earlier than 

RS. On the contrary, RS had more of exploratory 

nature and kept on exploring new solutions and shown 

in fig(6). It has been found that with increasing 

problem size, problem did not converge prematurely 

and PBS gave better performance in each case. 
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Fig 6 Comparision of minimum distance of 

nucleotide sequence 

 

V.  CONCLUSION 

In this paper, a roultte wheel selection and steady state 

selection operator are analysed using the DNA 

nucleotide sequence of cancer cells.The performance 

of PBS selection operator is compared with RS and 

RWS technique on standard  problem. RWS 

performed like nature selecting the most fit 

individuals. RS did more of exploration and 

maintained diversity in population. Further research in 

this area is analyse the various factors influencing 

performance of genetic algorithms.  
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